
Considerations for Child Speech Synthesis for
Dialogue Systems

Kallirroi Georgila

Abstract We present a number of important issues for consideration with regard
to child speech synthesis for dialogue systems. We specifically discuss challenges
in building child synthetic voices compared to adult synthetic voices, synthesizing
expressive conversational speech, and evaluating speech synthesis quality.

1 Introduction

Although children are an important user group for dialogue system applications,
there has been relatively little work on building artificial agents designed specifically
for interacting with children [38, 34, 49, 12, 22, 4, 6], compared to the vast amount
of effort put into building dialogue systems for adults. This needs to change in order
to make dialogue systems more inclusive and accessible. In this position/survey
paper our focus is on one aspect related to developing dialogue systems, namely,
child speech synthesis, i.e., building voices that sound like children [53, 23, 46].

Speech synthesis (also known as text-to-speech synthesis) is the automatic pro-
cess of converting natural language text into speech [45]. Speech synthesis has many
potential applications [15]. Here we are specifically concerned with speech synthe-
sis as a means for providing spoken dialogue systems, virtual humans, and robots
with child-like synthetic voices. This is because we may want to have dialogue sys-
tems such as educational games where children interact with peers, i.e., child-like
artificial agents as well as other children [4].

Below we discuss challenges in building child synthetic voices compared to
adult synthetic voices, synthesizing expressive conversational speech, and evalu-
ating speech synthesis quality.
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2 Challenges in Building Child Synthetic Voices

Child speech synthesis has generally been studied less than child speech recognition
[44, 43] or paralinguistic analysis of child speech [41, 32], but they are all more
challenging than their adult counterparts. This is because of the larger intra- and
inter-speaker variability, with regard to acoustic and linguistic characteristics, in
comparison with adult speech. Furthermore, there is the additional challenge of lack
of adequate and appropriate child speech resources [43, 42].

We can also draw an analogy between children’s and older adults’ voices in the
sense that they both pose challenges compared to the general population. For older
adults, chronological age is a relatively poor predictor of anatomical, physiologi-
cal, and cognitive changes [48, 55, 56, 18, 20, 19, 21]. For children, chronologi-
cal age can be a better predictor of the above changes, but similar to older adults,
there is large variability. For example, age can have anatomical impacts. Shorter
vocal tracts and smaller vocal folds in children result in higher fundamental and for-
mant frequencies than for adults [40, 44], which in turn affects how a child voice
sounds, hence the use of vocal tract length normalization for child speech process-
ing [40, 44]. Furthermore, children tend to speak more slowly than adults, and there
is larger variability in their speaking rates, because their articulators are not fully de-
veloped yet [39]. Children may also use more imaginative words and ungrammatical
phrases [24], and children’s speech is characterized by larger variability with respect
to speech disfluencies including hesitations, repetitions, and revisions [39, 53, 43].

Over the years various techniques have been used for speech synthesis. The most
popular recent methods are data-driven such as unit selection [8, 33, 51], Hidden
Markov Model (HMM)-based speech synthesis [62, 63], and more recently deep
learning-based speech synthesis [47, 52, 35]. All the above speech synthesis meth-
ods are data-hungry and, to a greater or lesser extent, require noise-free recordings
of phonetically balanced and consistently read speech.

Watts et al. [53] list several problems typical in collecting data for child speech
synthesis: (1) Getting a child to a studio for recordings is more difficult than an
adult voice talent. Consequently, recordings are done at home with considerable
background noise. (2) Consistently recorded speech requires a certain level of vocal
and emotional control that children do not have. It is very hard to convince chil-
dren to record long sessions, which results in a higher number of short recording
sessions, and consequently larger inter-session variability. (3) To create synthetic
voices that can reliably generate all the phonemes of a language in different con-
texts, phonetically balanced data are necessary. Thus voice talents have to record a
large number of prompts to ensure high phonetic coverage. The problem is that this
kind of texts is very different from the type of texts that children are used to reading,
such as stories and fairy tales. However, stories and fairy tales are not phonetically
balanced, thus if they are used for data collection, this will result in poor phonetic
coverage in the recorded data.

Similarly, Govender et al. [23] note that it is a major challenge to find children
willing to record hours of speech, and even when a suitable candidate is found, the
resulting recordings are not adequate or are lacking in terms of quality.



Considerations for Child Speech Synthesis for Dialogue Systems 3

It is mentioned on the website of Acapela1, a company specializing in speech
synthesis (including child speech synthesis), that it can take months to identify the
right voice talents for building child synthetic voices. Once such a child voice talent
has been identified, the usual process used for building adult professional voices has
to be adapted to the child’s behaviour and habits.

A natural question that arises is: how can we minimize our reliance on high-
quality child speech data by leveraging other sources of audio such as adult speech
data?

One way to leverage adult speech data is by using speaker-adaptive HMM-based
speech synthesis [57, 58] where the process is as follows: First an average-voice
model is built using speech from multiple speakers, or a background model is built
from one speaker. Then, using small amounts of data from the target speaker (in our
case a child), we can adapt the parameters of the average-voice model or the back-
ground model, to capture the voice characteristics of this target speaker. Speaker-
adaptive HMM-based speech synthesis has been used for both child speech synthe-
sis [53, 23] and child speech recognition [26].

Watts et al. [53] found that child speaker-dependent voices performed worse than
adult average-voice models adapted to the child target speaker data. This finding
agreed with previous work with adult target speakers. However, in the case of child
target speakers, more target speaker data were needed to achieve reasonable simi-
larity to the child target speaker, which suggests that we need better average-voice
models for child speech.

Deep learning has also been used for child speech synthesis either as a means to
generate child synthetic voices [29, 60], or in order to augment real child data with
synthetic child speech data to improve child speech recognition performance [27].

Note that using adult speech data to help with child speech synthesis may produce
results that do not agree with our intuitive assumptions. For example, Govender et al.
[23] found that using a gender-independent average-voice model resulted in better
child speech synthesis than gender-dependent (either male or female) average-voice
models. However, one would intuitively expect that a female average-voice would
be a better choice given that the fundamental frequency of children’s voices is closer
to adult females than adult males.

Overall, this is an active area of research and there is no consensus about the
best approach to building child synthetic voices. It is not even clear if deep learning
approaches are superior to HMM-based models in all cases (given that deep learning
methods require much more data than HMM-based approaches, which is a major
issue for child speech synthesis), or what kind of adult speech data should be used
to augment child speech data.

Several companies offer commercial child synthetic voices, but how to efficiently
build child synthetic voices, without requiring expensive and time-consuming data
collection, is still an open research problem, as well as how to deal with different
accents and languages (including under-resourced languages).

1 https://www.acapela-group.com/voices/children-voices/
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3 Synthesizing Expressive Conversational Speech

Current state-of-the-art speech synthesizers can generate high-quality synthetic
speech that sounds like reading from text in terms of naturalness and intelligibility
[31], but are not that good at synthesizing expressive conversational speech. Spon-
taneous conversational speech exhibits characteristics that are very hard to model in
speech synthesis, e.g., pronunciation variation [54], speech disfluencies (repetitions,
repairs, hesitations) [10, 14, 17, 61], paralinguistics (laughter, breathing) [9, 41], etc.

Some previous work on conversational speech synthesis has focused on filled
pauses (e.g., “uh”, “um”), in particular, on predicting where to insert filled pauses
in an utterance so that it sounds natural [2], how to synthesize such filled pauses
[1, 2, 3], and how to model sequences of pronunciation variants to generate a more
conversational style of speech [54].

The Google Duplex demo2 exhibited impressive capabilities in generating con-
versational synthetic speech, especially fillers, based on WaveNets [47], but it is not
clear how exactly these fillers were modelled.

Nevertheless the state-of-the-art is still far from human-like conversational speech
with hesitations, revisions, restarts, and repetitions, and thus deep learning-based
conversational speech synthesis is an active area of research [25, 28].

As mentioned above, children’s speech is characterized by large variability with
respect to speech disfluencies including hesitations, repetitions, and revisions [39,
53, 43]. Thus in order to build realistic child synthetic voices we need to make more
progress towards synthesizing conversational speech phenomena.

Again, on the website of Acapela, it is mentioned that children’s typical excla-
mations and sounds are recorded to create a natural and spontaneous audio result,
but without providing further details. Thus it is not clear if these recordings are used
for training spontaneous speech models via machine learning, or are just used as
canned audio.

Similar to conversational speech, emotional speech is another area where syn-
thetic speech is lacking in quality [5]. Most research on emotional speech synthesis
uses data that contain acted emotions, i.e., actors are asked to simulate emotions
such as happiness, sadness, anger, etc. However, such simulated emotions differ
significantly from emotions experienced in the real world [13]. Due to ethical and
privacy concerns, a major challenge in emotional child speech synthesis (and emo-
tional speech synthesis in general) is acquiring speech that exhibits real emotions.

Overall, more emphasis should be placed on improving the state-of-the-art on ex-
pressive conversational speech synthesis for both adults and children. This is neces-
sary for building artificial agents that can realistically simulate children and engage
in conversation with real children. But, as discussed below in section 5, we also
need to be prepared to deal with ethical challenges, and ensure that this technology
is not misused to help criminals pose as children.

2 https://ai.googleblog.com/2018/05/duplex-ai-system-for-natural-conversation.html
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4 Speech Synthesis Quality Evaluation Considerations

The current practice in speech synthesis evaluation is to ask human raters to rate
isolated audio clips, usually in terms of naturalness and intelligibility [31], likabil-
ity [16], or how conversational it sounds [2, 3, 16], without extended exposure to a
voice. This approach can certainly inform us about the general quality of a synthetic
voice; but it cannot necessarily provide any insight about the appropriateness of this
voice for a task that requires that the listener be exposed to that voice for a consid-
erable amount of time. Furthermore, as the environments where dialogue systems
are deployed become increasingly immersive involving multiple agents, it becomes
critical to determine how subjective perceptions of a voice change, if voice exposure
is sporadic and interleaved with other voices.

To that end Pincus et al. [37] found that synthetic voices’ likability and natural-
ness perceptions degrade based on time/continuity of exposure, while human voices’
likability and naturalness perceptions improve with increasing time/continuity. Betz
et al. [7] showed that due to its conversational nature, hesitation synthesis needs
interactive evaluation (similar to [37]). Furthermore, their results suggest that syn-
thetic hesitations can improve task performance, but to avoid likability issues, an
elaborate hesitation strategy is necessary.

These studies and other related research [50] show that we need to revise our
current speech synthesis evaluation practices. It is not clear how tolerant of poor-
quality synthetic speech children are, especially for extended exposure. It is also
application-dependent whether an artificial agent interacting with children should
be equipped with an adult or child synthetic voice.

5 Conclusion

We discussed challenges in building child synthetic voices compared to adult syn-
thetic voices, synthesizing expressive conversational speech, and evaluating speech
synthesis quality. Apart from these technological challenges, there are also ethical
concerns and challenges, especially when such technology is targeted at children
and uses speech recordings from children. Although researchers work on detecting
synthetic voice spoofing [30, 64] and audio deepfakes [36] for adults, the troubling
danger of criminals using speech synthesis to pose as children is currently not be-
ing adequately addressed. Despite the challenges of creating high-quality child syn-
thetic voices and detecting deceptive use of such voices, there are many positive
applications, including synthetic voices for children with disabilities [59, 11], and
intelligent tutoring systems that play the role of a fellow student [4]. Therefore, it is
important that speech and dialogue researchers place more emphasis on these areas.
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